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ENTROPY AND SYNTROPY

Energy exists in many different
forms: heat; kinetic, potential, nuclear,
chemical, mass, and electromagnetic.
However, modern science has not yet
explained what energy is:

“I# 15 tmportant to realize that in physics
today, we have no knowledge of what
energy is... Lhere is a fact, or if you wish,
a law, governing all natural phenomena
that are known to date. There is no known
excception to this law — it is exact 5o far as
we fknow. The law is called the
conservation of energy. 1t states that there



15 a certain quantity, which we call energy,
that does not change in the manifold
changes which nature undergoes. That is
an abstract idea, because it is a
mathematical principle; it says there is a
numerical quantity which does not change
when something happens. 1t is not a
description of a mechanism, or anything
concrete; 1t s just a strange fact that we can
calcnlate some number and when we finish
watching nature go through her tricks and
calculate the number again, 1t is the
same...”" (Richard Feynman)

The energy-mass relation E = z

was published 1n:

! Feynman R.P., et al. (20006), The Feynman Lectures on Physics,
Addison Wesley. 4-1.



— 1890 by Oliver Heaviside® in his
Electromagnetic Theory vol. 3;

— in 1900 by Henri Poincaré’;
— in 1903 by Olinto De Pretto in the

scientific  journal “A#” and
registered at the “Rego Istituto di
Scienze™.

|

In deriving this equation, Einstein’s
predecessors made assumptions that
led to problems when dealing with
different frames of reference, since
the quantity of motion was not
present 1n the equation. FEinstein

> Auffray |.P., Dual origin of E=m(,
arxiv.org/pdf/physics/0608289.pdf

° Poincaré H, Arch. néerland. sci. 2, 5, 252-278 (1900).

* De Pretto O., Lettere ed Arti, LXIII, II, 439-500 (1904), Reale
Istituto Veneto di Scienze.



succeeded where others had failed by
deriving the formula in a way that was
consistent 1n all frames of reference.
He did so in 1905 with his equation
for Special Relativity, which adds

momentum to the E = m«¢” equation:

E2 = né + pe
where E is energy, m is mass, p momentum and

C the constant of the speed of light

This equation 1s known as energy-
momentum-mass. However, since it
is quadratic, it has two solutions for
energy: a positive-time and a negative-
time solution.

The positive-time solution describes
energy that diverges from a cause, for

example light diverging from a light



bulb or heat spreading out from a
heater. The negative-time solution
describes  energy that diverges
backward-in-time from a future cause;
imagine beginning with diffuse light
energy that concentrates into a light
bulb. This, quite understandably, was
considered an unacceptable solution
since 1t implies retrocausality, which
means that an effect occurs before its
cause.

Finstein solved this problem by
assuming that the momentum (p) is
always equal to zero; he could do this
because the speed of physical bodies
is extremely small when compared to
the speed of light. And so, in this way,

Einstein’s complex




energy/momentum/mass  equation
simplified into the now famous
E=m¢ equation, which always has
positive solution.

But in 1924 Wolfgang Pauli
discovered that electrons have a spin
which nears the speed of light. Soon
after the Swedish physicists Oskar
Klein and the German physicist
Walter Gordon formulated the Klein-
Gordon  equation, to describe
quantum particles 1n the framework
of Einstein’s special relativity. This
equation uses the full
energy/ momentum/mass equation of
spectal relativity and yields two
solutions: a forward-in-time wave
solution (delayed waves) and a




backward-in-time  wave  solution

(advanced waves).

The backward-in-time solution was
considered unacceptable, and it was
rejected. Werner Heisenberg wrote to
Woltgang Pault: “I regard the backward-
in-time solution ... as learned trash which no
one can fake seriously’ and in 1926
Erwin Schrodinger removed
Finstein’s equation from the Klein-
Gordon equation and suggested that
time be treated 1n essentially the
classical way, as only flowing forward.

Whereas the Klein-Gordon equation
could explain the dual nature of
matter (particle/wave), because of the
dual causality (forward and backward-

> Heisenberg W. (1928), Letter to W. Pauli, PC, May 3, 1928.



in-time  causality),  Schrodinger’s
equation was not able to explain the
wave/particle nature of matter.
Consequently, in 1927 Niels Bohr
and Werner Heisenberg met in
Copenhagen and suggested an
interpretation of quantum mechanics
in which matter propagates as waves
that collapse into particles when
observed. This Interpretation, in
which the act of observation creates
reality, implied the idea that men are
endowed with God-like powers of
creation and that consciousness
precedes the formation of reality. But
when Schrodinger discovered how

Heisenberg and Bohr had used his
equation, with ideological and



political implications, he commented:
“I do not like it, and I am sorry I ever had
anything to do with it.””

In 1928 Paul Dirac wused the
energy/ momentum/mass equation to
describe relativistic electrons. He was
faced again with a dual solution:
electrons (e) and neg-electrons (e,
the backward-in-time anti-particle of
the electron).

Heisenberg’s  reaction was of
outrage, since he perceived the
backward-in-time solution as an
abomination and in 1934 he replaced
those parts of the equation which
refer to the backward-in-time energy,
with an operator which creates
unlimited numbers of “virtual”



electron-positron pairs, without any
energy input.

In 1934 Heisenberg took this escape
window and, since then, physicists
ignore the backward-in-time energy
solutions of the two most used and
respected equations in modern
physics: the
energy/ momentum/mass equation of
special  relativity and  Dirac’s
relativistic equation.

In 1941, while working on the
d’Alembert operator, which combines
special  relativity and = quantum
mechanics, the mathematician Luigi
Fantappi¢® realized that the forward-

® Luigi Fantappié¢ (1901-1956) was considered one of the foremost
mathematicians of the last century. He graduated at the age of 21
from the most exclusive Italian university, “L.a Normale D1 Pisa,”



in-time solution (i.e., delayed waves)
describes energy and matter that
diverge and tend towards
homogeneous and random
distributions. For example, when heat
radiates from a heater, it tends to
spread out homogeneously in the
environment; this is the law of
entropy, which 1s also known as heat
death.

Fantappie showed that the forward-
in-time solution 1s governed by the
law of entropy, whereas the backward-
in-time solution (i.e., advanced waves)

with a dissertation on pure mathematics and became a full professor
at the age of 27. During the university years he was roommate with
Enrico Fermi. He worked with Heisenberg, exchanged
correspondence with Feynman, and in April 1950 he was invited by
Oppenheimer to become a member of the exclusive Institute for
Advanced Study in Princeton and work with Einstein.



is governed by a symmetric law that
Fantappie named syn#ropy (combining
the Greek words syz = converging
and #ropos = tendency).

The  forward-in-time  solution
describes energy that diverges from a
cause, and requires that causes be in
the past; the backward-in-time
solution  describes  energy  that
converges towards future causes (i.e.
attractors).

The mathematical properties of the
law  of syntropy are energy
concentration, an  Increase  In
differentiation and complexity, a
reduction of entropy, the formation
of structures, and an increase in ordetr.
These are also the main properties



that biologists observe in lite, and
which cannot be explained in the
classical (time forward) way.

This realization led Fantappie to
write “T'he Unitary Theory of the Phystcal
and Brological World,” first published in
1942, where he suggests that we live
in a supercausal universe, governed by
causality and retrocausality, and that
life is caused by the future.’

The energy/momentum,/mass
equations tells that the total amount
of energy is the sum of energy in the
syntropic state (concentrated) and
energy in  the entropic  state

" Fantappie L. (1942), Sull'interpretazione dei potenziali anticipati della
meccanica ondulatoria e su un principio di finalita che ne discende, Rend.
Acc. D’Italia, 1942, 4(7).



(dispersed):
Total Energy = Syntropic Energy + Entropic Energy

Since the first  law of
thermodynamics, the law  of
conservation of energy, states that
energy 1s a fixed quantity which
cannot be created or destroyed, but
only transformed, Energy can be
replaced with the number 1 and the
equation changes into:

1 = Syntropy + Entropy

which shows that entropy and
syntropy are complementary
polarities of the same unity:



Syntropy = 1 — Entropy
Entropy = T — Syntropy

In “Syntropy: definition and use’ Mario

Ludovico® writes:

“I deem 1t impossible to grasp the concept
of syntropy without having assimilated the
concept of entropy, since not only are the
hwo concepts in a Strict mutual connection
but entropy and syntropy are also
complementary concepts. In other words,
where 1t is possible to measure a level of
entropy there is a complementary level of
syntropy.”

* Ludovico M. (2008), Syntropy: Definition and Use, Syntropy Journal,
1: 139-201.




Moreover, since we cannot see the
future, syntropic backward-in-time
causality is invisible whereas entropic
forward-in-time causality 1s visible.
Theretore, the previous equation can
be written as follows:

Visible = 1 — Invisible

Gandhi described the invisible in the
following way:

“There 1s an indefinable mysterious power
that pervades everything. I feel it, although
[ do not see it. "This invistble force makes
itself  felt  and yet  challenges  any

demonstration, because 1t is so different



from everything that 1 percetve with the
senses. It transcends the senses. (...) In
order to see this universal power, of all-
Dervading truth, we must be able to love
the meanest creature as ourselves. He who
aspires to this universal power, cannot stay
away from any area of lfe. (..)
instruments are as simple as difficult. It
may appear quite 1mpossible to an
arrogant person and perfectly possible to an
innocent child. He who seeks this invisible
Dower should be more humble than the
dust. (...) No one will find 1t if he does not

have a great sense of humility.””

We continuously experience forces
and entities that we cannot observe

” Gandhi MK (1968), The V'vice of Truth, Nvajivan Trust,
Ahmedabad.



directly but which exist objectively,
independently of any  human
perception. One such force 1s gravity.
Suppose we hold a small object like
a pencil between our thumb and
foretinger and then release it. We
observe that it talls to the tfloor and we
say that the force of gravity causes it
to fall.

But do we actually see any downward
force acting upon the pencil,
something pulling or pushing it?
Clearly not.

We do not observe the force of
oravity at all. Rather we deduce the
existence of some unseen force
(called  gravity)  acting  upon
unsupported objects to explain their



otherwise inexplicable downward
movement.

According to the energy momentum
mass equation half of the forces
acting in the universe are entropic
(visible), half are syntropic (invisible)
and nothing takes place without the
interplay of both these forces. We
constantly  experience observable
effects that have unobservable causes,
behaviors that cannot be explained
observably and phenomena in the
visible reality that arise from the
invisible reality.



MICRO AND MACRO

We are accustomed to the fact that
causes always precede their effects.
But the energy/momentum/mass
equation predicts three types of time:

— Causal time 1s expected when the
forward-in-time energy solution
prevatls. That is when systems
diverge, such as our expanding
universe. In diverging systems
entropy prevails, causes always
precede effects and time flows
forwards, from the past to the
future. Since entropy prevails, no



advanced etfects are possible, such
as light waves moving backwards-
in-time or radio signals being
recetved  before  they  are
broadcasted.

Retrocausal time 1s expected when the
backward-in-time energy solution
prevatls. That is when systems
converge, such as black holes. In
converging systems retrocausality
prevails, effects always precede
causes and time flows backwards,
from the future to the past. In these
systems no delayed effects are
possible and this is the reason why
no light 1s emitted by black holes.

Supercansal time would characterize
systems 1n which diverging and



converging forces are balanced. An
example 1s offered by atoms and
quantum mechanics. In these
systems causality and retrocausality
coexist and time 1is unitary: past,
present and future coexist.

This classification of time recalls the
anclent Greek division in: Kronos,
Kairos and Aion.

— Kronos describes the sequential
causal time, which 1s familiar to us,
made of absolute moments which
flow from the past to the future.

— Kairos describes the retrocausal
time. According to Pythagoras
kairos 1s at the basis of intuitions,



the ability to feel the future and to
choose the most advantageous
options.

— Awn describes the supercausal
time, in which past, present and
future coexist. The time of
quantum mechanics, of the sub-
atomic world.

This classification of time suggests
that syntropy and entropy coexist at
the quantum level, i.e., the Aion level,
and that at this level life originates.
This statement 1s now supported by
the fact that the functioning of living
systems 1s  widely influenced by
quantum events: the length and

strength of hydrogen bonds, the



transmission of electrical signals in
the microtubules, the action of DNA,
the folding of proteins.

A question naturally arises: how do
the properties of life ascend from the
quantum level of matter, the Aion
level to the macroscopic level, the
Kronos level, transforming inorganic
matter Into organic matter?

In 1925 the physicist Wolfgang Pauli
discovered in water molecules the
hydrogen bond. Hydrogen atoms in
water molecules share an intermediate
position between the sub-atomic level
(Alon) and the molecular level
(Kronos), and provide a bridge that
allows the properties of syntropy to
flow trom the quantum to the macro




level.

Hydrogen bonds make water
different from all other liquids,
increasing  its  attractive  forces
(syntropy), which are ten times more
powerful than the van der Waals
forces that hold together other
liquids, with behaviors that are in fact
symmetrical to those of other liquid
molecules.

Consequently, we can suggest that
life originates at the quantum level,
since at this level syntropy is available,
and that thanks to water and the
hydrogen bond, life rapidly grow into
the macroscopic level which 1s
governed by the opposite law of

entropy.




To survive the destructive effects of
entropy, life needs to acquire syntropy
from the quantum level and water
provides the mechanism, becoming in
this way vital.

Among the anomalous properties ot
water which recall the cohesive
qualities of syntropy:'"

— When water freezes it expands and
becomes less dense. Other liquid’s
molecules when they are cooled
concentrate, solidify, = become
denser and heavier and sink. With
water exactly the opposite 1is
observed.

— In  liquids the process of

' Ball P. (1999), H,O A Biography of Water, Phoenix Book, London.



solidification  starts from the
bottom, since hot molecules move
towards the top, whereas cold
molecules move towards the
bottom. The liquid in the lower
part is therefore the first which
reaches the solidification
temperature; for this reason, liquids
solidify starting from the bottom.
In the case of water exactly the
opposite happens: water solidifies
starting from the top.

Water shows a heat capacity by far
oreater than other liquids. Water
can absorb large quantities of heat,
which is then released slowly. The
quantity of heat which 1s necessary
to change the temperature of water



is by far greater than what it 1s
needed for other liquids.

When compressed cold water
becomes more fluid; in other
liquids, wviscosity increases with
pressure.

Friction among surfaces of solids is
usually high, whereas with ice
friction 1s low and 1ce surfaces
result to be slippery.

At near to freezing temperatures
the surfaces of ice adhere when
they come into contact. This
mechanism  allows snow to
compact in snowballs, whereas it is
impossible to produce balls of
flour, sugar, or other solid
materials, 1f no water 1s used.



— Compared to other liquids, in water
the distance between melting and
boiling temperatures is very high.
Water molecules have high
cohesive properties which increase
the temperature which 1s needed to
change water from liquid to gas.

Water is not the only molecule with
hydrogen bonds. Also, ammonia and
fluoride acid form hydrogen bonds
and these molecules show anomalous
properties like water. However, water
produces a higher number of
hydrogen bonds, and this determines
the high cohestve properties of water
which link molecules in wide dynamic



labyrinths."! Other molecules that
form hydrogen bonds do not reach
the point of being able to build
networks and broad structures in
space. Hydrogen bonds impose
structural  constraints  extremely
unusual for a liquid. One example of
these  structural constraints  is
provided by crystals of snow.
However, when water freezes
hydrogen bonds stop working and the
flow of syntropy from micro to macro
stops, bringing life to death.

Hydrogen bonds make water
essential for life: water is ultimately

the lymph of life which provides

" Bennun A. (2013), Hydration shell dynamics of proteins and ions couple
with the dissipative potential of H-bonds within water, Syntropy 2013 (2):
328-333.



living systems with syntropy. Water is
the most important molecule for life,
which is necessary for the origin and
evolution of any biological structure.
Consequently, 1if life would ever be
discovered beyond Earth water would
necessatily be present.'

” Vannini A. (2011) and Di Corpo U., Extraterrestrial L ife, Syntropy
and Water, Journal of Cosmology,
journalofcosmology.com/Life101.html#18



THERMODYNAMICS

During the nineteenth century, the
study and description of heat lead to a
new discipline: thermodynamics. This
discipline, which can be traced back
to the works of Boyle, Boltzmann,
Clausius and Carnot, studies the
behavior of energy, of which heat 1s a
form. The  study of  the
transformations of heat into work led
to the discovery of three laws:

— The law of conservation of energy, which
states that energy cannot be created
or destroyed, but only transformed.



— The law of entropy, which states that
energy always moves from a state
of avatlability to a state of
unavailability. Transforming
energy (for example from heat to
work) part 1s lost to the
environment. Entropy is a measure
of the quantity of energy which 1s
lost to the environment. When
energy lost to the environment is
distributed in a uniform way, a state
of equilibrium is reached, and it is
no longer possible to transtorm
energy into  work.  Entropy
measures how close a system 1s to
this state ot equilibrium.

— The law of heat death, which states
that dissipated energy cannot be




recaptured and used again, and that
the entropy of an isolated system
(which cannot recetve energy or
information from outside) can only
increase until a state ot equilibrium

is reached (heat death).

Entropy 1s of great importance as it
introduces in physics the idea of
irreversible processes, such as that
energy always moves from a state of
high potential to a state of low
potential, tending to a state of
equilibrium.

In this regard, the eminent physicist
Sir  Arthur Eddington (1882-1944)
stated that “entropy zs the arrow of time”
in the sense that it forces physical




events to move in a particular time
direction: from the past to the
future.”” Our experience continually
informs us about entropy variations,
and about the irreversible process that
leads to the dissipation of energy and
heat death: we see our friends
becoming old and die; we see a fire
losing intensity and turning into cold
ashes; we see the world increasing in
entropy: pollution, depleted energy,
desertification. The term
irreversibility entails a tendency from
order to disorder. For example, if we
mix together hot and cold water we
get tepid water, but we will never see
the two liquids separate

P Eddington A. (1935) New Pathways in Science. Cambridge Univ.



spontaneously.

The term “entropy’” was tirst used in
the middle of the eighteenth century
by Rudolf Clausius, who was
searching for a mathematical equation
to describe the increase of entropy.
Entropy is a quantity which is used to
measure the level of evolution of a
physical system, but in the meantime,
it can be wused to measure the
“disorder” of a system. Entropy is
always associated with an increasing
level of disorder. Nevertheless, life
defies entropy. Life becomes more
complex over time, through growth
and reproduction, turning more of the
physical universe from disordered
atoms into very highly ordered




molecules. Living systems evolve
towards order, towards higher forms
of organization, diversification, and
complexity, and can keep away from
heat death.

Biologists and physicists have been
debating this paradox. Schrodinger,
answering the question of what allows
life to counter entropy, wrote:

“It feeds on negative entropy. It is by
avoiding the rapid decay into the inert state
of ‘equilibrium’ that an organism appears
so emigmatic; so much so, that from the
earliest times of human thought some
special non-physical or supernatural force
(vis viva, entelechy) was claimed to be
operative in the organism, and in some



quarters is still claimed.”"*

The same conclusion was reached by
Albert Szent-Gyorgyi (1937 Nobel
Prize in Physiology and discoverer of
vitamin C):

“I# 15 1mpossible to explain the qualities of
organization and order of ling systems
starting from the entropic laws of the
macrocosm. 1his is one of the paradoxes of
modern biology: the properties of living
systems are opposed to the law of entropy
that governs the macrocosm.” "

1 Schrédinger E. (1944), What is lif?
whatislife.stanford.edu/LoCo_files/What-is-Life.pdf

© Szent-Gyorgyi A. (1977), Drive in Living Matter to Perfect Iself,
Synthesis 1, Vol. 1, No. 1, 14-26.



Gyorgyl continues suggesting the
existence of a law symmetric to
entropy:

“A mayjor difference between amoebas and
humans is the increase of complexity that
requires the existence of a mechanism that
15 able to counteract the law of entropy. In
other words, there must be a force that is
able to counter the universal tendency of
matter towards chaos and energy towards
dissipation. Life always shows a decrease
in entropy and an increase in complexity,
in direct conflict with the law of entropy.”

While entropy is a universal law that
leads to the dissolution of any form of
organization, life demonstrates the



existence of another law. The main
problem, according to Gyorgyl, i1s
that:

“We see a profound difference between
organic and inorganic Systems ... as d
scientist 1 cannot believe that the laws of
Dhystes become invalid as soon as you enter
the living systems. The law of entropy does
not govern liing systems.”

Similar considerations were reached
by the paleontologist Teilhard de
Chardin who pointed out the need for
a law symmetrical to entropy:

“Reduced to its essence, the problem of life

can be expressed as follows: once we admit



the two major Laws of Energy
Conservation and of Entropy (to which
Dhysics s limited), how can we add,
without contradictions, a third universal
law (which is expressed by biology) ... The
situation is clarified when we consider at
the basts of cosmology the existence of a
second  kind of entropy (or anti-

entropy).”’ !

The energy/ momentum,/mass
equation requires the following
extension to thermodynamics:

— Principle  of Energy  Conservation:

energy can neither be created nor

' Teilhard de Chardin P. (2008), The Phenomenon of Man,
www.amazon.it/dp/0061632651/



destroyed but can only be
transformed.

— Law of Entropy: 1n an expanding
universe energy 1s constantly
released 1n the environment.

Entropy is the magnitude by which

we measure the amount of energy

that 1s released into  the
environment.

o The increase of entropy 1s
irreversible.

o Time flows forward.

o The system tends towards a state
of thermodynamic death.

— Law of Syntropy: 1n a converging
universe energy 1s constantly
absorbed from the environment.
Syntropy is the magnitude by



which we measure the

concentration of energy.

o0 The increase of syntropy is
irreversible.

o Time flows backward.

o The system tends towards a state
of thermodynamic potentiality.

Law of Supercausality: in a system

were diverging and converging
forces interact:

o Ditferentiation and complexity
1ncrease.

o Time 1s unitary.

o Processes can be reversed.




LIF]
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The first question about life, which
has always puzzled scientists and
philosophers, 1s this: How can /lfe
develop from molecules that are not living?
To this question the ancient Greeks
responded by saying that life
spontaneously  generates from
inorganic matter because of the action
of the goddess Gaia. This hypothesis
was reformulated by the Latins as
generatio spontaneouns and in
contemporary science as abiogenesis.

Some important dates in the debate
between biogenesis and abiogenesis



are the following:

— In 1668 the Italian physician
Francesco  Redi  (1626-1697)
proved that no maggots appeared
in meat when flies were prevented
from laying eggs, providing in this
way the first solid evidence against
the hypothesis of the spontaneous
generation of life. Redi gradually
showed that, at least in the case of
all the higher and readily visible
organisms, the ablogenetic
hypothesis was false.

— Spontaneous generation for small
organisms gained favor in 1745
when John Needham (1713-1781)
showed that if a broth was boiled



and then placed in a sterile
container it became cloudy,
supporting in this way the theory of
ablogenesis.

In 1768 Lazzaro Spallanzani (1729-
1799) repeated Needham’s
experiments, removing air from the
stertle  container.  Spallanzani
wanted to avoid contamination by
boiling a meat broth in a sealed
container. The problem with this
approach was that air could shatter
the container upon heating.
Therefore, he removed the air from
the container after sealing it. The
broth did not subsequently cloud
with bacterial growth, supporting
in this way the theory of biogenesis.




— It was not until mid-nineteenth
century, almost 100 years later, that
the great French chemist Louis
Pasteur put the debate to rest. By
passing air through cotton filters,
he tirst showed that the air is full of
microorganisms. Inspection of this
material ~ revealed  numerous
microbes. Pasteur realized that if
these bacteria were present in the
air then they would likely land on
and contaminate any material
exposed to it. The debate brought
the French Academy of Sciences to
allocate a prize for whoever was
able to provide a convincing and
accurate experimental answer to
the question. Pasteur entered the



contest with experiments similar to
those performed by Spallanzani,
which used heat to kill the
microbes. In a simple, but brilliant
modification, the neck of a flask,
used in the experiments, was
heated to melting point and drawn
out into a long S-shaped curve,
preventing dust particles and their
load of microbes from reaching the
contents of the flask. After
prolonged incubation the flasks
remained free of life and this ended
the debate for most scientists.
Results were published in 1862 and
explained the errors and artifacts of
other competitors. Pasteur
summarized his findings in the



Latin phrase: Ommnevivum ex  vivo,
indicating that life can only be
generated from organic matter,
from life. These findings further
restricted the ablogenetic
hypothesis to special conditions
which would have characterized
the early stages of our planet.

In 1924, Alexander Oparin (1894-
1980) published in Russian a work
entitled The Origins of Life'” in which
he describes that the findings on
the characteristics of colloids
suggest that the ability of colloids
to bind substances to the surface
indicates a beginning of

" Oparin A. (1924), The Origin of life,
http:/ /www.uv.es/orilife/ textos/ The%200rigin%200f%20Life.pd

f



metabolism. His book ends with
the phrase: “Work is already in a very
advanced stage, and soon the last barriers
between organic and inorganic will fall
under the attack of a patient work and
Dowerful  scientific  theores.”  The
English version of Oparin’s book
was published in 1938 and has had
a wide 1mpact on researchers and
public opinion.

In 1952 Harold Urey (1893-1981)
coined the term cosmochemistry,
or chemical cosmology, in order to
indicate the origin and
development of the substances of
the universe. The main focuses are
the elements and their isotopes,
primarily (but not always) within




the solar system. Closely related
fields are astrochemistry, a branch
of astronomy concerned with
measuring chemical elements 1in
other parts of our galaxy and in
other galaxies. Cosmochemistry
focused on the study of the
chemical elements on Farth and
planets during their evolution. In
1952, in the book The Planets: Their
Origin  and  Development’®,  Utrey
assumed that the composition of
primordial Farth was similar to that
of the cosmos: 90% hydrogen
atoms, 9% of helium atoms, 1%
atoms of other elements. From this
assumption he deduced that the

' Urey H. (1952), The Planets: Their Origin and Development. Y ale
Univ. Press, 1952.



composition of the primordial
atmosphere should be made of
methane (CH4), ammonia (NHj),
nitrogen (N,), water (H,O) and
hydrogen (H,).

— In 1953 a student of Urey, Stanley
Miller (1930-2007), published the
article A Production of Amino Acids
Under — Possible  Primitive  Earth
Conditions.” Miller demonstrated
that, in a primordial atmosphere
and in the presence of water, the
action of electrical discharges
(simulating the action of lightning)
could generate amino acids, that is

the fundamental building blocks of

¥ Miller S.1.. (1953), A Production of Amino Acids Under Possible
Primitive Earth Conditions, Science, May 15, 1953.



proteins. In his experiments, which
used sterile equipment, Miller
inserted gases such as methane
(CH,4), ammonia (NH3) and water
(H,0). The system consisted of
liquid water, gas and two
electrodes. The experiment was
divided into cycles in which water
was heated to induce the formation
of water vapor, the electrodes were
used to produce electrical shocks
similar to lightning and the whole
was then cooled to allow water to
condense. Then a new cycle began.
After about a  week of
uninterrupted cycles, where the
conditions were kept constant,

Miller noted that about 15% of the




cartbon had formed organic
compounds, including some amino
acids. The idea was that this
synthesis of amino acids would
provide the building blocks for
proteins.  Miller’s  experiments
produced an aqueous mixture
containing various products which
were then i1solated using a process
of extraction. These products
contained amino acids, including
some of those found in living
systems. This aqueous mixture was
called primordial soup. Miller gave
a decisive impetus to the
experimental research of the
abiotic origins of life.



The second question about life is
this: How did molecules, that are essential
for life, form from amino acids? Amino
acids are the building blocks of life
but are not considered to be living
forms. Millet’s experiments gave rise
to a host of other experiments, which
are still being conducted to
demonstrate  the feasibility of
constructing complex Organic
molecules from amino acids. These
experiments are aimed at attempting
to describe how proteins can form
spontaneously starting from amino
acids. Results have been very
problematic, for several reasons:

— Proteins involved n the



metabolism of cells are composed
of chains which include more than
90 amino acids. Simple
combinatory calculations show that
more than 10° (one followed by
000 zeroes) permutations are
required to combine amino acids
by chance in a “spontaneous”
formation of just one protein of 90
amino acids. Elsasser®, in a work
published in the American
Scientist, shows that in the 13-15
billion years of our Universe a
maximum of 10" simple events (at
the nanosecond level) have taken
place. Consequently, any event
which requires a combinatory value

* BElsasser W.M., A causal phenomena in physics and biology: A case for
reconstruction. American Scientist 1969, 57: 502-10.



oreater than 10'° simply cannot
apply to our physical Universe.
This number is greater than all the
combinations which have taken
place in its entire history, since the
Big Bang. In other words, the
possibility of the spontaneous
formation of just one protein 1s nil.
Elsasser’s results show that “#be
notion of mechanical cansation in biology
15 devoid of logical underpinning” and
that “?he use of mechanical causation in
life and ecology is metaphorical at best,
and a very real danger exists that the use
of this metaphor can too easily divert one’s
attention in the wrong direction.”

In addition, primordial soups are
made up mostly of water, but water



leads to the decomposition of
macromolecules and makes it
impossible for amino acids to chain
together in the initial stages of
protein formation. In 2004, Luke
LLeman and collaborators at the
Scripps Research Institute and
Leslie Orgel ot the Salk Institute
for Biological Studies*, obtained
peptides (short chains of amino
acids) using solutions of amino
acids, carbonyl sulfide (COS, a
volcanic gas) and catalysts based on
metal sulfides. But using this
process it 1s not clear where the
amino acids came from, since they

! Leman L. (2004), Orgel L. and Ghadiri MR, Carbony! Sulfide-
Mediated Prebiotic Formation of Peptides, Science 8 October 2004: 306
(5694), 283-286, DOI: 10.1126/science.1102722



require a  totally  different
environment which is not based on
watet.

Another proposal is that amino
acids, which form in water, are
concentrated 1n lagoons which
periodically become dry and
condense under the influence of
dry heat, which also creates
chemical bonds responsible for the
union of amino acids (peptide

bond).

The processes ot synthesis have
allowed to produce 13 of the 20
amino acids involved 1in the
construction of proteins. In
addition to these, thousands of
other amino acids are generated,



which are not present in living
organisms.

— It 1t were possible to select and
combine only the amino acids
present 1n living systems (the
probability 1s equal to zero), the
resulting combinations would be
three-dimensional and not linear,
such as that which 1s present in
life’s protein chains. The three-
dimensional combinations (known
as proteinoids) are inappropriate to
the metabolism of cells because
they cannot be encoded by a linear
genetic code. Proteinoids are
therefore given no value in the
formation and development of life.

— Life, as we know it, depends totally



on levorotatory amino acids
whereas the synthesis of amino
acids leads to the formation of an
equal number of dextrorotatory
and levorotatory chains. The
production of  proteins In
laboratories 1s therefore unsuitable
for the formation of living
organismes.

The synthetic processes for the
construction of protein chains
leads to the formation of
monofunctional molecules that
block the ends of the chains,
making them inaccessible for
further extensions. The presence of
monofunctional = molecules  is
therefore a crucial impediment to



the development of longer chains,
1.€., proteins.

— In all the experimental approaches,
in addition to the desired amino
acid, many other substances, which
prevent the next steps, are formed.

The third question about life 1s: What
differentiates the organic from the inorganic?
Miller’s experiments constitute an
important first step towards the
synthesis of the molecules which are
necessary for life but have also led to
an 1mpasse.

The synthetic production of proteins
requires complex procedures of
isolation and purification that do not
occur spontaneously in nature and are




based on assumptions, models and
projects which derive from the study
of living systems. These models
involve  theoretical  assumptions,
about the relationship between
inanimate matter and life, which are
defined by the various and
fundamental = characteristics  of
organisms discovered thanks to
observation, such as the intake of
substances and energy from the
environment, metabolism,
reproduction,  growth,  mobility,
reaction to stimuli, processing of
information.

All these features allow to describe
different aspects of life. For example,
the description of molecular



structures allows the understanding of
the physical characteristics  of
organisms and biochemical processes,
but this identifies only some
individual aspects ot the
manifestations ot life. The same
happens with the definition used in
exobiology (search for life beyond
Farth), according to which life would
be a chemical system capable of
evolution and reproduction.

The development of models which
describe the transition between
inanimate matter and life 1s a
consequence of the definition of life
which is given in theoretical models.
The vast and fascinating knowledge
developed studying the details and the




reciprocal interactions of molecules
and macromolecules, involved in the
creation of living organisms (proteins,
DNA), has not yet solved the mystery
of life.

We know about life only in relation
to material components, but we also
know that the DNA macromolecules,
for example, can perform their
functions only within the highly
structured complexity of a cell. This
indispensable whole is a prerequisite
for life, and this requires an approach
that considers complexity, since the
individual and 1solated feature alone
would have no chance of success.

An unambiguous definition of life is
still missing.



- Taxonomy

Cataloguing and classitying living
organisms 1s one of the oldest and
main objectives of biology and 1s
referred to as “taxonomy.” The term
comes from the Greek word taxis
(ordering) and nomos (rule). In
biology, a taxon (the plural is taxa) is
a taxonomic unit, a group of real
organisms, morphologically
distinguishable and / or genetically
recognizable from others as a unit
with a precise location within the
hierarchy of the  taxonomic
classification. Carl Linnaeus (1707-
1778), the tather of taxonomy, based
the classifications mainly on the



external features of living things and
this procedure 1s sometimes referred
to as Linnaean taxonomy. Only later
taxonomy was expanded to anatomy,
i.e., the skeleton and soft parts, and
molecular and genetic information.
Morphological taxonomy attempts to
classity living beings according to
their similarities, using neutral and
objective descriptions.

Taxonomy 1s an empirical science
which uses ranks, including, among
others: kingdom, phylum, class, order,
family, genus, species. In zoology, the
nomenclature for the more important
ranks is strictly regulated by the ICZN
Code (International Commission on
Z.oological Nomenclature), whereas



taxonomy itself 1s never regulated, but
1s always the result of research in the
scientific community. How
researchers arrive at their taxa varies.
It depends on the available data, and
resources and methods can vary from
simple quantitative or qualitative
comparisons of striking features to
elaborate computer analyses of large
amounts of DNA sequence data.

For this reason, tresearchers can
produce ditterent classifications due
to a series of subjective choices. For
example:

— Depending on which features we
choose to consider, the
classifications can change.



— The similarity wvalues used in
statistical analyses can be changed,
and this can lead to place
individuals into taxa that are close
to the critical values of similarity.

To overcome the limitations of
subjective choices genetic taxonomy
was developed. Genetic taxonomy 1is
based on the idea that couples that
produce fertile progeny belong to the
same taxa. The genetic approach
classifies species according to their
ability to produce fertile otfspring
under conditions of natural life. If
organisms produce fertile offspring
only when artificially crossed, in
captivity or breeding, they are



counted 1in different species. For
example, a mule 1s the product of a
horse and donkey and is barren. The
genetic approach therefore leads to
catalogue horses and donkeys as
different species.

Biological taxonomy 1s therefore
divided mainly into morphological
taxonomy, which considers the
external features (morphospecies) and
genetic taxonomy which considers
fertility (genospecies).

Depending on whether the emphasis
is put on the genetic (fertility) or
morphological (features) the
boundaries between species can vary.
In the case of donkeys and horses
there are two genospecies and one



morphospecies, since they are
indistinguishable based on their
external features, and therefore
belong to the same morphospecies,
but do not produce fertile offspring,
and therefore do not belong to the
same genospecies.

To overcome this discrepancy, the
base type of classification was
introduced which considers both
classifications:  the  reproductive
behaviors and the morphological
features. However, even the base type
of classification has not managed to
produce generally accepted taxa. The
geneticist W. Gottschalk says:

“Despute decades of research, the definition



of species as a biological unit presents great
difficulties. To date there is still no single

definition — that  meets  all  the
requirements.”””

The common definition of species,
morpho and genospecies, and base
type, are imprecise since they do not
permit a clear and always wvalid
delineation among taxa. By applying
different definittons of species,
inevitably the boundaries change.
This raises the question whether 1t is
possible to define higher taxonomic
units that encompass the concepts of
both genetic and morphological
species.

> Gottschalk W. (1994), Allegmeine Genetick, Stoccarda.



- Microevolution

Charles Darwin (1809-1892), in The
Origin  of Species”, described the
variability among spectes and the fact
that in the long-term population size
remains  constant, despite  the
overproduction of progeny. Darwin
concluded that only the best and
fittest individuals survive and become
the parents of the next generation.
This process of natural selection
would be enhanced by genetic drift,
i.e., the tendency of alleles, which are
responsible for the particular ways in
which  the  hereditary  features

» Darwin C (1859), On the Origin of Species by Means of Natural
Selection, London, 2nd edition 1964, Cambridge: Harvard University
Press.



manifest, to randomly combine
during  reproduction. Positive
combinations would increase the
chances of survival and would be
therefore selected, becoming a
common feature. Only random
variations (mutations) which directly
or indirectly benefit the possibilities
of survival and contribute to
evolutionary progress are selected
whereas deleterious mutations are
mostly eliminated. This mechanism
favors advantageous mutations and
plays an important positive role in the
evolutionary process. For Darwin,
natural selection and genetic drift are
the key elements of the evolutionary

process. However, 1t is generally




accepted that the mechanism of
natural selection and genetic drift
operate only within the context of
microevolution.

The terms microevolution and
macroevolution were introduced in

1927 by Philiptschenko*, where:

— Moicroevolution indicates the selection
of features within the same species,
for example: quantitative changes
of organs and structures of existing

bodies.

— Macroevolution indicates the
evolution of new features, for
example: the development of
organs, structures, and forms of

** Philiptschenko J. (1927), Variabilitat und 1 ariation, Betlin.



organization with qualitatively new
genetic material.

The function of microevolution 1s to
optimize existing structures, whereas
the function of macroevolution is to
develop for the first time, or from
scratch,  structures  with  new
functions.

An example ot microevolution is
provided by seeds carried by wind,
which fail to germinate in soils
polluted by heavy metals.

In landfills in Britain, it was observed
that a minority of seeds can
germinate, grow and make seeds that
can colonize soils polluted by heavy
metals. These offspring show the



inability to re-cross with their parental
plants growing on normal
uncontaminated soils. Based on the
definition of genospecies, one can
therefore say that a new species is
born.

Can these processes be used as
evidence of the development of a new
specie with new information?

Genetic analysis shows that these
new plants, that can grow on
contaminated  soils, have not
developed a new character, but the
tolerance to the high content of heavy
metals dertves from the fact that the
absorption of minerals from the soil 1s
limited.

The genetic information has been



limited, and it is not an evolutionary
progress due to new information.
The example of plants colonizing
mine landfills, as well as other
examples of this type, proves that the
process of microevolution should not
be considered a development towards
higher forms, but an impoverishment
of the genetic information, a
specialization with depleted genetic
information. These plants are more
tolerant to heavy metals but are less
adjustable to environmental changes
and are more at risk of extinction.
When this process of selection is
repeated, it results 1n massive
depletion of the genetic information.
These new breeds are more suited to



spectfic environments, more
specialized, but also less flexible.

Another example of microevolution
is provided by the cheetah, the fastest
mammal on the planet. The depletion
of the genetic information, due to
specialization, 1s not reversible and
tends to bring this species to
extinction. Despite its extraordinary
abilities as a predator, the cheetah is
endangered because of its very low
genetic variability and information
which makes the species all very
similar. This specialization leads to
llnesses, a high percentage of
abnormal sperm, the fact that after
hunting these predators are so tired
that they become unable to defend



their prey from other competitors,
such as lions, leopards and hyenas,
and an insufficient capacity for
adaptation that increases the risks of
extinction.

The formation of new species
(Speciation) observed to date 1s limited
to microevolution processes of
specialization governed by natural
selection which selects the genetic
potentials of species.

Observations suggest that species
start from a condition in which large
quantities of genetic information 1s
available; gradually this potential is
reduced because of natural selection,
ouided by events of colonization and
isolation. This reduction of the



original  wvariability of  genetic
information allows the colonization
of new habitats, but limits future
possibilities ot adaptability.

Speciation, as it 1s known today, 1s
based on the loss of genetic
information due to environmental
conditions and the processes of
spectalization.

An important role in microevolution
is played by genetic drift, i.e., by the
recombination of parental genes
during sexual reproduction that leads
to the formation of a virtually
unlimited ~ number of  new
combinations.

The biological importance of sexual
reproduction is explained by the fact



that it enhances the possibilities of
natural selection. But, since genetic
recombination does not produce
anything new, natural selection is
confined only within microevolution.
No new genetic material is formed,
but only pre-existing genes and alleles
are recombined, mixed and selected.

- Macroevolution

Unlike microevolution, which 1is
based on genetic drift, natural
selection and speciation  which
progressively reduce the genetic
information, macroevolution requires
mechanisms that can increase and



produce new information.
However, SO far, only
microevolution processes of
specialization have been observed.
Evolutionary factors such as natural
selection, genetic drift and isolation
do not seem to provide explanations
regarding macroevolution.

Consequently, the term
mactroevolution has been understood
and is understood in very different

ways:

— Some authors use 1t to indicate
mechanisms other than Darwin’s
oradualism which are insufficient
to explain the development of new
complex organs (such as the



development of wings or legs, etc.).

Others use it 1n a descriptive way,
without any comment on the
mechanisms.

Some use it to indicate evolution
beyond the species level. The
difference between micro and
macroevolution  becomes  the
border between species.

Sometimes a distinction is made by
discipline: =~ macroevolution  is
studied by paleontologists whereas
microevolution by biologists.

The boundaries between micro and
macroevolution are fluctuating and
it 1s not possible to distinguish
between these two terms.



— QOthers reject the term
macroevolution on the grounds
that there is only one evolutionary
mechanism.

Genetic mutations appear
spontaneously in nature (without
apparent causes) and can also be
artificially induced or tavored, for
example by treatment with chemicals,
radiation, and temperature changes.
However, artificial mutations limit
evolutton to  the  field of
microevolution.

Empirical findings show that these
mutations can explain the separation
of a parental species into two or more
species (speciation), but they do not




explain the increase in information.
Oftfspring specialize in different
directions but cannot increase their
information.

One wonders then:

— it there are known mechanisms
that explain macroevolution.

— if there are clues that suggest that
macroevolution 1s possible.

— 1f the equation microevolution + time
= macroevolution 1S correct.

A first consideration about the
action of natural selection is that a
series of mutations that should initiate
the development of a new organism
(macroevolution) would survive only



it every single change causes a
selective advantage or, at least, not a
disadvantage.

This means that the evolution of a
new organ ofr structure cannot go
through intermediate stages which are
disadvantageous and would not
survive natural selection. Living
systems must be able to survive in
each stage of the evolutionary
process. For this reason, it 1s difficult
to explain the development of
complex  organs, since  the
intermediate stages would result in a
disadvantage  which  would be
eliminated by natural selection.

In the formation of new organs and
structures, 1n general, a selective



advantage is given only after their
completion.

The early stages of a new body
represent a pure waste of material and
until the process 1s completed do not
offer any selective advantage.
Therefore, incomplete intermediate
forms would be eliminated by the
mechanism of natural selection.

The biological value of an organ is
orven only when the various functions
can interact. Simulating the evolution
of new organs using computer
software, advantageous intermediate
stages should be achieved in a very
limited period of time; but neither the
computational or biological models
can account for these quick



intermediate stages of evolution.

Advantageous intermediate stages
require information on mechanisms,
rates of mutation and recombination,
suitable and appropriate selection
criteria, and population size, which in
simulations need to be introduced
artificially (from outside) showing
that the processes of macroevolution
require good technology, good
programs and software, but there 1s
no known natural source that can
provide these resources, programs
and information.

From the evolutionary point of view,
the unsolved question is not about the
existence of advantageous mutations,
but the possibility of the development



of new genetic matertal and new
structures.

Darwin believed that similar features
are hereditary, for example children
resemble their parents, and for this
reason he argued that similar species,
such as chimpanzees and humans,
should have common ancestors. This
hypothesis requires the existence of
numerous Intermediate links which
should testify the evolution between
chimpanzees and humans, but these
links are missing and have not been
found so far. Occasionally there are
fossils that are interpreted as links, but
their interpretations have resulted
fundamentally controversial.

Phylogenetic theory cannot ignore



the fact that these links are missing.
Darwinists try to explain their absence
by saying that evolutionary processes
took place in marginal populations
with a low probability of fossilization.
The theory of macroevolution also
maintains that affinities should be
interpreted as convergences. But how
can an evolutionary process without a
tendency converge towards similar
results? The convergence is usually
explained by saying that evolution has
been strongly channeled by similar
selective processes. But fossils show
that regarding size, morphology,
ecology, stages of development and
reproduction, old species cannot be
distinguished from recent ones,



suggesting a substantial constancy of
species.

While biology examines living
spectes, paleontology studies the
world of plants and animals which
existed on our planet in the past, and
it 1s therefore considered to be a
science of origins and evolution.
According to the macroevolution
doctrines, each type of organization
would have developed gradually, and
links existed between and among
different types, gradually developing
in higher forms and organisms. But
paleontologists have failed to provide
any evidence for the existence of

these links.
On the contrary, they have provided



evidence of a substantial constancy of
species.

For example: the major groups of
plants appear suddenly and not in a
oradual way and species often appear
in the wrong chronological order (the
most complex and evolved appearing
first).

Within the same taxa, 1t 1s usually
impossible to show a trend from
simple to complex, for example,
under the Psilophyton taxa, the oldest
forms are the most complex in the
stratigraphic sequence. In most cases,
family trees can be reconstructed only
it we admit the possibility of
convergence and reversions (i.e., the
return to original features).



According to generally accepted
studies, spores appear before
macrofossils (wood, leaves, etc.). No
one knows why this could have

happened.

- Converging evolution

At the beginning of chapter 21 of his
second book on the “Descent of Man,
published 12 years after the “Orgin of

Shecres”’. Darin savs:>
> y

“It seemed worthwhile to try how far the
Drinciple of evolution would throw light on
some of the more complex problems in the

> Darwin C., Descent of Man, 1871.
infidels.org/library/historical/charles_darwin/descent_of_man/



natural bistory of man. False facts are
highly tmjurious to the progress of science,
for they often endure long; but false views,
if supported by some evidence, do little
harm, for everyone takes a Ssalutary
Dleasure in proving their falseness: and
when this is done, one path towards error
15 closed and the road to truth s often at
the same time opened.”

Darwin’s “road to truth”’ suggests the

possibility of a hidden converging
evolution.

One of the main postulates of the
entropy/syntropy hypothesis is that
life converges towards attractors,
which guide 1n a retrocausal way the
evolution of living systems.



A similar converging evolution
hypothesis was formulated by Pierre
Teilhard de Chardin. Teilhard was a
paleontologist and a well-known
evolutionary scientist and became
famous after his death with the
publication of his books, among
which The Phenomenon of Man and
Towards Convergence. His hypothesis
broadens science to a new type of
causality which retro-acts from the
future.  The  entropy/syntropy
hypothesis states that life 1s subject to
dual causality, efficient causality, and
final causality. For Teilhard life 1s
outded by final causality which leads
to converge towards the Omega
point, the source of life.




Teilhard considered reality organized
on three main concentric spheres:

— The innermost sphere 1s the final
aim of the evolution of the
universe, in which all of matter will
be transformed into organic and
conscious matter, and it is also the
closest to the Omega point.

— The outer sphere 1s the most
distant from the Omega point, the
realm of inanimate mattetr.

— The middle sphere 1s the realm of
life which does not yet reflect on
itselt, the biosphere.

Teilhard adds that:



“Evolution cannot be measured along the
line that goes from the infinitely small to
the infinitely big, but according to the axts
that goes from the infinitely simple to the
infinitely  complex. We can represent
evolution as distributed on concentric
spheres, each of which has a radius that
diminishes as complexity grows.”*°

*0 Teilhard de Chardin P. (2008), The Phenomenon of Man,
www.amazon.it/dp/0061632651/
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In his childhood Teilhard’s 1dol was
represented by solid matter: the God of
Iron.

He soon reached the conviction that
the consistency of solid matter was
not given by the substance itselt, but
by convergence. The theme of



convergence became soon
fundamental in Teilhard’s vision.

Working as a paleontologist Teilhard
showed that life evolves converging
towards attractors and that during this
converging process unity, complexity,
and diversity increase.

Teilhard relates the Omega point to
CONSCIOUSNESS.

The entropy/syntropy hypothesis
considers syntropy the attractor of life
and the source of the feeling of life,

consciousness. Consequently,
increasing syntropy increases
CONSCIOUSNeEsSs.

Teilhard expresses this concept in
the tollowing way:



“The wuniverse, taken as a whole,
concentrates under the influence of the
attraction which arises from the Omega
Doint, which takes the form of love. People
can evolve and become more human since
they share at the core level the same
attractor of love. According to this view we
are all immersed in a converging flow of
conscious energy, whose quality and
quantity is growing at the same rhythm of
our complexification.”

Concentration and convergence are
the key concepts in Teilhard’s vision

of evolution:

“Viewed at the more essential level we see



that the universe is a system of center-
complexification. Euvolution does  not
match a transition from the homaogeneous
to the heterogeneous, but a transition from
the heterogeneously dispersed to the unified
and complex, even more clearly, the
transition  from a manimum  to  a
maximum of center-complexcification.””’

Teilhard sees consciousness as a
untversal property, a cosmological
property of the universe which arises
while converging towards unity.

“Consciousness increases in proportion to
the complexity of life. Conscionsness is
absolutely inaccessible to our means of

" Teilhard de Chardin P (2004), Verso la convergenza. 1. attivazione
dell’energia nell umanita, Gabrielli Editori, Verona.



observation at the small level of viruses,
but 1t clearly appears at the maximum

level of complexity of the human brain.”

Both Fantappie and Teilhard’s
explain macroevolution because of
intelligent in-formation provided by
attractors, and ultimately by the
Omega point, which would allow the
development of new organs, without
any Intermediate evolutionary steps
that would constitute a disadvantage.
Attractors in-form our body and
ouide it to specific shapes and
structures. Macroevolution would
therefore be a converging retrocausal
process and this 1s continuously
observed when studying life in




laboratories.

The hypothesis that a different type
of causality 1s required, had been
postulated by Hans Driesch (1867-
1941), a piloneer 1n experimental
research in embryology.

Driesch suggested the existence of
final causes, which act in a top-down
way (from global to analytical, from
the future to the past) and not in a
bottom-up way, as it happens with
classical causality.

Final causes would lead living matter
to develop and evolve, and would
coincide with the purpose of nature,
the biological potential.

Final causes were named by Driesch



entelechy.” Entelechy is a Greek word
whose derivation (en-telos) means
something that contains its own end
or purpose, and that evolves towards
this end. So, if the path of normal
development 1s interrupted, the
system can achieve the same end in
another way.

Driesch  believed  that  the
development and behavior of living
systems are governed by a hierarchy
of entelechies, which all result in an
ultimate entelechy:.

The experimental demonstration of
this phenomenon was provided by
Driesch using sea urchin embryos.
Dividing cells of the embryo of sea

* Driesch H. (1908), The Science and Philosophy of the Organism,
www.gutenberg.org/ebooks /44388



urchin after the first cell-division, he
expected each cell to develop into the
corresponding half of the animal for
which it had been designed or
preprogramed, but instead he found
that each developed into a complete
sea urchin. This also happened at the
four-cell stage: entire larvae ensued
from each of the four cells, albeit
smaller than usual. It is possible to
remove large pieces from eggs, shuftle
the blastomeres and intertere in many
ways without affecting the resulting
embryo. It appears that any single
monad in the original egg cell can
form any part of the completed
embryo. Conversely, when merging
two young embryos, a single sea



urchin results and not two sea
urchins.

These results show that sea urchins
develop towards a single
morphological end. The moment we
act on an embryo the surviving cell
continues to respond to the final
cause that leads to the formation of
structures. Although smaller, the
structure which is reached is like that
which would have been obtained by
the original embryo.

It tollows that the final form 1s not
caused by the past or by a program, a
project or a design which act from the
past, since any change we introduce in
the past leads to the same structure.
Even when a part of the system is




removed or the normal development
is disturbed, the final form 1s reached,
and it 1s always the same.

Another example is that of the
regeneration of tissues. Driesch
studied the process by which
organisms can replace or repair
damaged structures. Plants have an
amazing range of regenerative
capabilities, and the same happens
with animals. For example, if a
flatworm 1s cut into pieces, each piece
regenerates a complete worm. Many
vertebrates  have  extraordinary
capabilities of regeneration. If the lens
of the eye of a newt 1s surgically
removed, a new lens is regenerated
from the edge of the iris, whereas in



the normal development of the
embryo the lens 1s formed in a very
different way, starting from the skin.

Driesch used the concept of
entelechy to account for the
properties  of  integrity  and
directionality in the development and
regeneration of bodies and living
systems.

Independently in 1926 the Russian
scientist Alexander Gurwitsch® and
the Austrian biologist Paul Alfred
Weiss™ suggested the existence of a
new causal factor, different from
classical causality, which was named
morphogenetic field. Apart from the

? Gurwitsch A.G. (1944), The Theory of Biological Field, Moscow:
Soviet Science, 1944.
' Weiss P.A. (1939), Principles of Development, Henry Holt and Co.



claim that morphogenetic tfields play
an important role in the control of
morphogenesis (the development of
the shape of the body), neither author
showed how causality works in these
fields.

The term “field” 1s currently
fashionable:  gravitational  field,
electromagnetic field, individual field
of particles and morphogenetic field.
However, the word field is used to
indicate something that is observed,
but not yet understood in terms of
classical causality; events that require
a new type of explanation based on a
new kind of causality.

The entropy/syntropy hypothesis

replaces the terms entelechies and



fields with the term attractor. An
attractor 1S a cause retroacting from
the future which guides and generates

a tield.

The biologist Rupert Sheldrake’
refers to the theory of René Thom
“The theory of catastrophes’ which
identifies the existence of attractors at
the end of any evolutionary process.’
Thom introduced the hypothesis
that the shape could be due to causes
that act from the future and Sheldrake
added the hypothesis of formative
causation  according to  which
morphogenesis (the development of

°! Sheldrake R. (1981), A New Science of Life: The Hypothesis of
Formative Causation, Blond & Briggs, London, 1981.

> Thom R. (1972), Structural Stability and Morphogenesis, W. A.
Benjam, (1972), ISBN 0-201-40685-3.



the shape) 1s guided by attractors (i.e.,
retrocausal processes). The term
comes from the Greek root
morphe/morphic and is used to
emphasize the structural aspect.
Experimental results that can be
easily explained in terms of attractors,
were  provided by  Sheldrake.
Members of the same group, such as
animals of the same species, can share
knowledge, without wusing any
physical transmission.

Experiments show that when a
mouse learns a task, this same task 1s
learned more easily by each other
mouse of the same breed. The greater
the number of mice that learn to
perform a task, the easier it is for each




mouse of the same bread to learn the
same task.

For example, if mice are trained to
perform a new task in a laboratory in
London, similar mice learn to
perform the same task more quickly
in laboratories all over the world. This
effect occurs in the absence of any
known connection or communication
between the laboratoties.

The same effect 1s observed in the
orowth of crystals. In general, the ease
of crystallization increases with the
number of times that the operation 1s
performed, even when there is no way
in which these nuclei of crystallization
may have been moved from one place
to another infecting the different



solutions.

Sheldrake explains these strange
results introducing the concept of
morphogenetic field:

“Today,  gravitational  effects  and
electromagnetic ones are explained in terms
of fields. While Newtonian gravity rose
somewhat unexplained by material bodies
and spread into space, in modern physics
Jrelds are the primary reality and by using
Jeelds we try to understand both material
bodies and the space between them. The
Drcture is complicated by the fact that there
are several different types of fields. First
there is the gravitational field (...) then
there is the electromagnetic freld (.. .) third,
the quantum field theory (QFT), and so
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Sheldrake’s morphogenetic fields are
a combination of the concepts of
fields and energy. Energy can be
considered the cause of c